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Chapter 1 

Introduction 
 

This technical report is a compilation of the results of various simulations conducted 

using the KU-PNNI simulator during the academic year 2001 – 2002. Analyses of the 

results are primarily based on evidence collected during the course of the simulation, in 

the absence of which the analysis is based on a plausible hypothesis drawn after extensive 

discussion. Pictorial representations of the test topologies and plots of results are 

provided wherever deemed necessary. For more information on the KU-PNNI simulator, 

refer to the KU-PNNI user’s manual [1]. 

 

Chapter 2 provides a brief explanation of the meaning of each performance metric that is 

monitored during the simulations. Chapter 3 deals with the results and analysis of 

simulations conducted by scaling the topology in size. Chapter 4 deals with the analysis 

of the results of simulations conducted by varying load, while chapter 5 deals with 

analysis of the effect of peergrouping. Chapter 6 deals with the effects of changing the 

number of hierarchical levels, while chapter 7 deals with the effects of varying the 

crankback counts. Chapter 8 deals with the simulator performance (time taken to 

complete the simulation) measured as a function of load and size of the topology. 

 

All tests were conducted on a Linux box running RedHat Linux 6.1, with 2GB RAM and 

an Intel P-III 533 MHz processor.  
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Chapter 2 

Terminologies 

2.1 Performance metrics 
The performance of the network under consideration is assessed through various metrics 

as deemed appropriate. The following are all the performance metrics that are monitored 

during the entire set of simulations, and a brief explanation to each one of them: 

 

Mean Call setup time 

 A non-zero time is required to setup a call between the caller and callee. The time 

elapsed from the moment the caller placed a request for the setup of a virtual circuit 

between the caller and the callee, to the moment the caller receives confirmation from the 

callee that a path was successfully setup, is called Call setup time.  The average of call 

setup times of all the calls is called the “mean call setup time”. 

Call Success percentage 

 A call is considered successfully setup if and only if a virtual path is successfully 

established between them, meeting all QoS requirements of the call. Hence, the call 

success percentage is the ratio of successful calls of all the nodes to the sum total of calls 

placed by all the nodes. 

Convergence time 

 Convergence time is defined as the time taken for all the nodes in the network to 

exchange topological information, and eventually share the same view of the network. 

Convergence time – low refers to the least value of convergence time among all nodes, 

while Convergence time – high refers to the maximum value of convergence time among 

all the nodes 

Average Database size 

 Each node maintains a database of topological information of all the nodes in the 

network. The average database size is the average of database sizes of all the nodes.  
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Average number of hops 

 The number of hops for a call can be defined as the number of links the call has to 

traverse before it reaches the destination. Hence the average number of hops is the ratio 

of the total number of hops over all successful calls, to the total number of successful 

calls. 

Average Utilization percentage 

 Utilization percentage is the ratio of consumed bandwidth at a link to the total 

available bandwidth in the link at any instant, expressed as a percentage. Average 

utilization percentage is the ratio of the sum of all samples of utilization percentage 

collected over a period of time to the total number of such samples. 

Total floods 

 The nodes in the network exchange PNNI control information through the 

mechanism of reliable flooding. The total floods metric is the count of the total number of 

floods initiated during the entire duration of the simulation. 

PNNI data / Flood 

 PNNI data per flood is the total PNNI data exchanged via flooding (in bits) 

normalized over the total number of floods, or PNNI data normalized over the number of 

nodes and floods (per node). This is done to remove dependency of PNNI data over the 

number of nodes or the length of simulation (or number of floods). PNNI data – high 

refers to the maximum value of PNNI data flooded by any node, among all the nodes, 

while PNNI data –low refers to the least value of PNNI data flooded by any node, among 

all the nodes. 

 

Percentage Wasted Floods 

 A flood is considered “wasted” if it conveys no new information to the node 

concerned. Hence percentage total wasted floods is the total number of wasted floods, 

normalized over the total number of floods and expressed as a percentage. 
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Chapter 3 

Scalability test 
3.1 Introduction 
The aim of this test is to study the effect of scaling the topology (in size) on the various 

identified metrics. This is an important test for any topology, because it gives a rough 

idea on how much the topology can be expanded within acceptable limits of values of the 

performance metrics. For all topologies, calls were generated with exponential mean call 

inter-arrival times of 20 sec, 15 sec, 10 sec, 5sec, and 2 sec. 

 

3.2 Test topology 

3.2.1 Edge-core with 20 nodes  
 This topology (see fig 3.1) has 16 edge nodes and 4 core nodes. The edge nodes are 

grouped in 4 peergroups of 4 nodes each, and core nodes are grouped in one peergroup. 

Each node has one host connected to it with 120 calls generated per host. 

 

The hosts are connected to the nodes via 10Mbps links; the border edge node in each 

peergroup connects to the three other edge nodes in the peergroup via DS3 

(approximately 45Mbps) links, while the border edge nodes connect to the core nodes via 

OC3 (approximately 155.6 Mbps) links. Finally, the core nodes interconnect among 

themselves via OC12 (approximately 622 Mbps) links. One point to be noted is that the 

core nodes do not have any hosts attached to them.  

 

A two-level hierarchical structure is followed while designing the topology. The border 

edge nodes are numbered as ‘1’ in each peergroup; the core nodes are contained in the 

‘E’ peergroup. 
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3.2.2 Edge-core with 40 nodes 
This topology (fig 3.2) is composed of 32 edge nodes and 8 core nodes. The edge nodes 

are grouped in 8 peergroups of 4 nodes each, and core nodes are grouped in one peer 

group ‘Core’. Each node has one host connected to it and the number of calls generated is 

60 calls per host. 

 

The links used to interconnect the nodes to nodes, and nodes to hosts follow the same 

pattern as in the edge-core with 20 nodes topology. The core nodes, instead of simply 

being in connected in a ring-like fashion, have a couple of other inter-connections, 

allowing any core node to reach any other code node in one or two hops. 

 

 

Fig 3.1 Edge-Core 20 nodes 
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3.2.2 Edge-core with 80 nodes 
This topology (fig 3.3) is composed of 64 edge nodes and 16 core nodes with the edge 

nodes grouped in 16 peergroups of 4 nodes each, and core nodes in one peergroup. Each 

node has one host connected to it and the number of calls generated is 30 calls per host. 

The interconnecting links follow the same pattern as in the Edge-core 40 node topology. 

 

Fig 3.2 Edge-Core 40 nodes 
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Fig 3.3 Edge-Core 80 nodes 
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3.3 Performance Metrics 
The metrics of primary interest in this set of simulations are: 

�� Mean Call setup time 

�� Call success percentage 

�� Average Database size 

�� Convergence time 

Along with these metrics, the other metrics such as Average number of hops, Average 

utilization percentage and PNNI data / flood are also monitored. 

 

3.4 Results and Analysis 

3.4.1 Average Database size 
Figure 3.4 gives the variation of average database size with increase in the number of 

nodes in the topology. The average Database size increases as the number of nodes is 

increased in the topology, as expected. 
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Fig 3.4 Average database size vs. Topology size 
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This is because each node has to record more connectivity information to other 

peergroups (more the number of nodes, more is the number of peergroups). 

 

 

3.4.2 Call success percentage 
Figure 3.5 gives the variation of call setup success rate as a function of the number of 

nodes in the edge-core topology. For any given load, the call success percentage tends to 

decrease with an increase in the size of the topology. The test topologies have been 

designed such that a call never fails due to lack of bandwidth; it fails only due to time 

outs (8 seconds) that occur when the link is down or when the peer node is very busy 

processing other calls.  
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Fig 3.5 Call success rate vs. Topology size 
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The call success rate is fairly constant (nearly 100 percent) at light load for all topologies, 

but decreases as the load increases. The effect is more pronounced in a bigger topology. 

This is because the nodes receive calls at a higher rate than they can process the calls. For 

example, the core nodes serve as gateways for edge nodes, and hence for a larger 

topology the rate at which the core nodes receive calls is much higher than the rate at 

which core nodes in a smaller topology receives calls. Also, flood messages also increase 

call delay. This is because the flood messages are also queued and they consume 

processing resources. If the queue size were sufficiently large so that the waiting time of 

any call setup request exceeds 8 seconds, then the caller would be timed out because 

timer T303 would expire twice and the call would be cleared. 

 

3.4.3 Mean Call setup time 
Figure 3.6 gives the variation of mean call setup time as a function of the topology size. 

For any given load, the mean call setup time increases with an increase in the size of the 

topology. The term light load refers to call inter-arrival times of 20 secs, 15 secs and 10 

secs, while heavy load refers to call inter-arrival times of 5 secs and 2 secs.  
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 Fig 3.6 Mean Call setup time vs. Topology size 
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Under light load, the call setup time is mainly composed of the time taken to find a route; 

hence at light load, the call setup time is fairly a constant for all topologies. Under heavy 

load, the time a call has to wait in the queue before it gets processed becomes dominant. 

The time a call has to wait for service is much higher with a larger topology, because of 

the higher arrival rate to the core nodes (as seen above). 

 

3.4.4 Convergence time 
Figure 3.7 gives the variation of convergence time as a function of the number of nodes 

in the topology. Convergence time increases as the topology is increased in scale. This is 

because the number of nodes that has to converge is higher in a bigger topology.  
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Fig 3.7 Convergence time vs. Topology size 
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3.4.5 PNNI data 
Figure 3.8gives the variation of PNNI data / flood as a variation of topology size As the 

number of nodes increases, so does the average database size; hence the average PNNI 

data/flood also increases. 
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As load increases, significant changes occur at a faster rate, which results in the PNNI 

Topology State Packets (PTSPs) carrying more PNNI Topology State Elements (PTSEs). 

Hence, the average value of PNNI data /flood increases with an increase in load. 

 

Fig 3.8 PNNI data / flood vs. Topology size 



 15

3.4.6 Average Bandwidth Utilization percentage 
Figure 3.9 shows average bandwidth utilization as function of both load and topology. 

For any given load, for similarly scaled topologies, the average utilization would be 

almost equal. The pattern as exhibited by the graph is due to the fact that the topologies 

exhibit significant differences. 
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For example, EC-40 has a semi-full mesh core, all inter-connected through OC-12 links, 

which tends to decrease utilization percentage considerably. On the contrary, the EC-80 

has a relatively less-densely interconnected core and hence the average utilization for EC-

80 is higher when compared to that of EC-40. 

 

3.4.7 Average number of hops 
Figure 3.10 gives the variation of average number of calls with respect to topology size. 

In exactly similarly scaled topologies, the average number of hops per call would be the 

same. But, for practical purposes, exactly similar scaling of topologies is very difficult. 

Hence, the average number of hops can be expected to vary with the maximum number of 

Fig 3.9 Average Utilization percent vs. Topology size 
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hops that any successful call has to take.  In the test topologies, the possible values for 

hops are 2, 5 and 6 (for 20 nodes and 40 nodes), and 2, 5, 6 and 8 (for 80 nodes).  
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The variation in the number of hops for various loads is purely due to randomness in 

choosing the destination to setup a call. 

 

3.5 Problems faced 
The following were the problems faced during the course of conducting the simulations 

listed above: 

Fig 3.10 Average hops vs. Topology size 
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1. The topology could not be scaled beyond 80 nodes because the simulator core 

dumped even at light load beyond a topology size of 80 nodes. The simulations 

could have been run to completion at bigger topologies, but with a lesser number 

of calls/host. This would have given only a lesser (and insufficient) number of 

samples of the performance metrics for analysis to be conducted, the results of 

which would be biased due to the effect of variance in the sampled values. Hence, 

as a compromise, it was decided that the simulations would be based on roughly 

2000 calls (64 hosts x 30 calls/host, 32 hosts x 60 calls/host, 16 hosts x 120 

calls/host). Moreover, 30 calls/host was the maximum the simulator could be 

strained at high loads with 80 nodes. 

 

3.6 Conclusion 
It can be thus concluded that as the topology is scaled in size for bandwidth-rich 

networks,  

-     Mean Call setup time increases 

-    Call success percentage decreases 

-    Average Database size increases 

 -    Convergence time increases 

- Average PNNI data / flood increases 

- Average number of hops increases (in general, but depends on topology) 
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Chapter 4 

Load test 
4.1 Introduction 
The aim of this test is to study the effect of varying the load (call arrival rate) on the 

various identified metrics. This is an important test for any topology, because it gives a 

rough idea on how much the network can be loaded before the values of performance 

metrics begin to degrade to unacceptable levels. The simulation results in this chapter are 

identical to those in chapter 3, but the results are presented to highlight the effects of load 

variations rather than network size. 

 

4.2 Test topology 
The simulations were run for mean call inter-arrival times of 20 seconds, 15 seconds, 10 

seconds, 5 seconds and 2 seconds over Edge core topologies with: 

 

- 20 nodes (same as in scalability test, fig 3.1) 

- 40 nodes (same as in scalability test, fig 3.2) 

- 80 nodes (same as in scalability test, fig 3.3) 

 
 

4.3 Performance Metrics 
The metrics of primary interest in this set of simulations are: 

�� Mean Call setup time 

�� Call success percentage 

�� Average Utilization percentage 

�� PNNI data / flood 

�� Average number of hops 

Other metrics (like average data base size and convergence time) are load independent, 

and hence are not considered here 
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4.4 Results and Analysis 

4.4.1 Mean Call setup time 
Figure 4.1 gives the variation of mean call setup time with respect to variation in load. 

Mean Call setup time vs Call inter-arrival time
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The mean call setup time increases with increase in load because the call arrival rate to 

each node keeps increasing, and hence the time each call has to wait (in the queue) for 

service also increases. This effect is more pronounced in topologies with a larger number 

of nodes. The mean call setup time is purely a function of call processing rate of the 

nodes.  

 

4.4.2 Call success percentage 
Figure 4.2 gives the variation of call success percentage as a function of load. The call 

success percentage decreases as load increases. This is because the rate of call arrival to 

any node is so high, that some calls have to wait for a very long time before they get 

timed out and the call fails.  

Fig 4.1 Mean Call setup time vs. Load 
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Call success % vs call inter-arrival time
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The call success rate is again purely a function of the call-processing rate of the nodes; 

the link bandwidth is always sufficient to handle all the calls generated, and hence lack of 

link bandwidth never occurs to cause a call failure. 

 
4.4.3 Average bandwidth utilization percentage 
Figure 4.3 shows the variation of average bandwidth utilization percentage with change 

in load. The average utilization increases as the load increases, since more calls are active 

and consuming link bandwidth. 

 

Fig 4.2 Call success rate vs. Load 
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Avg Utilization vs Mean Call inter-arrival time
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It can be seen (and has already been shown – figure 3.9) that the variation of the 

utilization percentage with respect to topology size does not show a monotonic trend due 

to topological dissimilarities during scaling from one size to another. 

 

4.4.4 PNNI data/ Flood 
Figure 4.4 (a)-(c) give the variation of the average PNNI data / flood with respect to 

variation in load for the three test topologies – 20 nodes, 40 nodes and 80 nodes. The 

PNNI data (low, high and average) have been normalized to PNNI data /flood (bits 

/flood). This gives a better picture of how much PNNI data is flooded on an average. 

 

Fig 4.3 Average Utilization percentage vs. Load 
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 Pnni data vs Mean Call inter-arrival time 
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Pnni data vs Mean call interarrival time (EC-40)
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Fig 4.4(a) PNNI data/Flood vs. Load

Fig 4.4(b) PNNI data/Flood vs. Load 
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Pnni data vs Mean Call inter-arrival time
EC-80
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The average PNNI data/flood for both EC-20 and EC-40 is almost constant for all loads, 

with a very small increase with increase in load. This is because the higher rate of 

significant changes at higher loads causes the nodes to pack a larger number of PTSEs 

into the PTSPs before flooding the PTSPs. The increase of average PNNI data with 

increasing load is very prominent in EC-80 for a mean call inter-arrival time of 2 sec 
 

4.4.5 Average number of hops 
Figure 4.5 depicts the variation of average number of hops with respect to load. The 

average number of hops can be expected to increase with an increase in load. This is 

because, as the load is increased, the shortest path link may not be able have sufficient 

bandwidth capacity to support all the calls. The call is then routed through another link, 

which will not be the shortest path. Thus the average number of hops can be expected to 

increase. 

 

 

Fig 4.4(c) PNNI data/Flood vs. Load 
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AVG # HOPS vs MEAN CALL INTERARRIVAL TIME
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Surprisingly, the average number of hops seem to be almost unaffected by the variation 

in load. This is because that the topologies have been constructed such that link 

bandwidth is more than adequate to support all the calls.  The slight variation that is seen 

for 80 nodes at high load is because more calls fail at higher loads in bigger topologies, 

which affects the value of the average number of hops.  

 

4.5 Problems faced 
The following were the problems faced during the course of these sets of simulations: 

 

1. The simulator encountered out-of-memory problems and timer related problems 

at very high loads (call arrival rate of 1 call per second or more) for topology sizes 

with 40 nodes or more. Hence it was decided to strain the simulator only up to a 

call arrival rate of 0.5 calls per second (call inter-arrival time of 2 seconds) for all 

the test topologies. 

 

Fig 4.5 Average hops vs. Load 
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4.6 Conclusion 
It can be thus concluded that as the load in a bandwidth-rich network is increased,  

-     Mean Call setup time increases 

- Call success percentage decreases 

- Average link utilization percentage increases  

- Average PNNI data / flood increases (only in large-sized networks) 

- Average number of hops remains unchanged (in general, but depends on 

topology) 
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Chapter 5 

Effect of Peergrouping test 
5.1 Introduction 
The aim of this test is to study the effect of peergrouping on the performance of the 

network. This test enables us to determine the topology that gives the best performance of 

the desired metrics, for a given fixed number of nodes.  

 

5.2 Test topology 
All the test topologies constructed for this set of simulations are Cluster topologies with 

160 nodes and 2 levels of hierarchy. Inter-Peergroup links are all OC-12 links, Intra-

Peergroup links are all OC-3 links, and the hosts are connected to the nodes through 10 

Mbps links. In the figures for the topologies, a filled circle represents the leader of each 

peergroup. The hosts in the network generate 25 calls each.  

 
5.2.1 Cluster 4x40 
This topology consists of 160 nodes, grouped into 4 clusters (Peer groups), each with 40 

nodes. The 40 nodes are further grouped into 10 mini-clusters of 4 nodes each. In  figure 

-5.1 the entire intra-peergroup connections are not shown; instead, the interconnections 

from only one mini-cluster to all other mini-clusters are shown. It can be seen that not all 

mini-clusters are connected to one another. Each mini-cluster has 7 links emanating from 

it. The remaining intra-peergroup connections are constructed in a similar fashion.  
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Fig 5.1 4x40 Intra-Peergroup connections 

Fig 5.2 4x40 Inter-Peergroup connections 
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As shown in figure 5.2, the border nodes in each peergroup are identified as 5,9,13,21,23 

and 29 (for Peergroups A.1 and A.3) and 5,13,17,21,29 and 33 (for Peergroups A.2 and 

A.4). Each border node has one link originating from it. 

 

5.2.2 Cluster 5x32 
This topology consists of 5 clusters (peergroups) each with 32 nodes in it. There are 8 

mini-clusters in each peergroup. Figure 5.3 is a partial representation of the intra-

peergroup connections. The entire interconnection can be constructed following the same 

pattern as shown in fig 5.3. 

 

 

 

A.x 

 

     

Fig 5.3 5x32 Intra-Peergroup Connections 
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The border nodes are identified as 5,9,13,17,21 and 29. Fig 5.4 gives only the partial 

interconnections between various peergroups. The entire topology can be constructed by 

having 6 links originate from each peergroup and by following the same pattern as Fig- 

5.4.  

 

5.2.3 Cluster 8x20 
This topology consists of 160 nodes grouped in 8 clusters (Peer groups), each with 20 

nodes in it. The 20 nodes in each peergroup are grouped as 5 mini-clusters of 4 nodes 

each. Each node has one intra-peergroup link originating from it. Fig 5.5 is a complete 

representation of the intra-peergroup interconnections in the topology.  

Fig 5.4 5x32 Inter-Peergroup connections 
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-  

Fig 5.5 8x20 Intra-Peergroup connections 

Fig 5.6 8x20 Inter-Peergroup connections 
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The border nodes are identified as 5,9,13 and 17. Fig 5.6 is an incomplete representation 

of the fully connected network. By configuring each border node to have two inter-

peergroup links originate from it, and by following the same patter as in Fig 5.6, the 

topology can be completely constructed. 

 

5.2.4 Cluster 10x16 
This topology consists of 160 nodes grouped into10 clusters (Peer groups), each with 16 

nodes in it. The 16 nodes are further grouped as 4 mini-clusters of 4 nodes each. Fig 5.7 

gives complete details about the intra-peergroup connections. 

 

 
 

 
Fig 5.7 10x16 Intra-Peergroup connections 
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The border nodes are identified as 5, 9 and 13. As the number of peergroups increase, the 

inter-peergroup interconnections become more and more complex. Fig 5.8 is an 

incomplete representation of the inter-peergroup interconnections. The entire topology 

can be constructed by having one interconnection from one peergroup to all other 

peergroups. 

 

5.2.5 Cluster 16x10 
This topology consists of 160 nodes grouped as 16 clusters (Peer groups), each with 10 

nodes. This topology is slightly different from the other test topologies in this set of 

simulations in that it has the 10 nodes in each peergroup grouped into 2 mini-clusters of 5 

nodes each. The mini-clusters are interconnected through 3 links. Fig 5.9 gives a 

complete view of the intra-peergroup interconnections. 

 
 

Fig 5.8 10x16 Inter-Peergroup connections 
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Fig 5.9 16x10 Intra-Peergroup connections

Fig 5.10 16x10 Inter-Peergroup connections 
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The border nodes are identified as 5 and 9. Fig 5.10 gives a partial representation of the 

actual inter-peergroup interconnections in the topology. The inter-peergroup 

interconnections can be completed by following the pattern exhibited by the partial 

interconnections.  

 

5.3 Performance Metrics 
The metrics of primary interest in this set of simulations are: 

�� Mean Call setup time 

�� Call success percentage 

�� Average Database size 

�� Convergence time 

Along with these metrics, the other metrics such as Average number of hops, Average 

utilization percentage, total floods and PNNI data / flood are also monitored. 

 

 
5.4 Results and Analysis 

5.4.1 Convergence time 
Figure 5.11 shows the variation of convergence time with respect to the number of 

peergroups. As the number of peergroups increases, we can expect the convergence time 

to decrease. There is a convergence number associated with each peergroup, which gives 

the number of nodes that each member in the peergroup has to converge with. This 

number is the sum of intra-peergroup links and the inter-peergroup links (links that the 

border nodes share with the border nodes of other peergroups); the number of links (and 

hence the convergence number) has a direct bearing on the convergence time. The 

convergence time is composed of 2 parts: intra-peergroup convergence time, and inter-

peergroup convergence time. If the number of Peergroups increases (for a fixed total 

number of nodes in the topology), the number of intra-peergroup links decreases, while 

the number of inter-peergroup links increases; hence the convergence time keeps 

decreasing as the number of peergroups increases, until a point where the increase in 

inter-peergroup links more than offset the decrease in intra-peergroup links.   
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In the simulations conducted, the convergence time keeps decreasing as the number of 

topology moves from 4x40 to 10x16, but increases at 16x10. For example, in 10x16 each 

node has to converge with 16 other nodes within the same peergroup, while it needs to 

converge with only border nodes in 10 other peergroups. But in 16x10, the intra-

peergroup convergence number in only 10, while the inter-peergroup convergence is 16. 

In this case, inter-peergroup convergence takes longer than intra-peergroup convergence. 

This validates the hypothesis just stated. 

 

5.4.2 Mean Call setup time 
Figure 5.12 shows the variation of mean call setup time as a function of number of 

peergroups. The mean call setup time decreases as the number of peergroups increases 

(for a fixed total number of nodes). The call setup time can again be broken down into 

three components: time taken for (source) intra-peergroup routing, time taken for inter-

peer group routing and time taken for (destination) intra-peergroup routing (ignoring 

variation in the process time taken at each node, since the process time at each node is 

Fig 5.11 Convergence time vs. Peergroups 
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assumed to be the same). Since the destination and source intra-peergroup routing are 

similar events, they shall be referred as simply intra-peergroup routing. 

  

Mean Call setup time vs # Peergroups
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With a lesser number of peergroups, intra-peergroup routing is more complex than inter-

peergroup routing. This is because with lesser number of peergroups, there are more 

nodes in each peergroup, thus making routing slightly more complex. The topology has 

been designed such that inter-peergroup routing is trivial i.e. every peergroup has at least 

one direct link to every other peergroup, and the inter-peergroup routing time is almost a 

constant. Hence the call setup time keeps decreasing as the number of peergroups 

increases, until it reaches a point, where the inter-peergroup routing times starts to 

dominate. 

 

In the simulations conducted, the mean call setup time decreases with an increase in the 

number of peergroups. This validates the hypothesis just stated (the limitations of the 

simulator did not facilitate running a simulation with a very large number of peergroups, 

Fig 5.12 Mean Call Setup time vs. Peergroups 
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to show that the inter-peergroup routing time becomes a significant factor influencing the 

call setup time). 

  

There is an apparent tradeoff between cost and call setup time - by increasing the number 

of peergroups, the mean call setup time does decrease; but by constructing a topology 

such that the inter-peergroup routing is trivial, the number of high bandwidth links has 

been increased considerably (at least one high bandwidth link between each pair of 

peergroups), which adds to the cost.  

 

 

5.4.3 Call Success percentage 
 

Figure 5.13 shows the variation of call success percentage as a function of number of 

peergroups. The call success rate is closely related to the mean call setup time; as the 

mean call setup time increases, the call success percent decreases - more calls are rejected 

since the nodes (either transit nodes or destination nodes) are busy. In these simulations, 

the calls do not fail because of lack of capacity in the links.  

 

As the number of peergroups increases, the mean call setup time decreases; hence the call 

success percentage increases. Moreover, more the number of peergroups, lesser number 

of nodes are abstracted into a peergroup advertisement, which increases reachability, and 

hence the call success percentage increases for this reason as well. 
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Call success % vs # Peergroups
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5.4.4 Average Database size 
Figure 5.14 shows the variation of average database size as the number of peergroups is 

varied. The average database size decreases as the number of peergroups increases (up to 

a point). This is because as the number of peergroups increases, the database has to 

record (contain) only lesser information about its neighbors. This is closely related to 

convergence number. The information contained in the database can be broken down into 

two components - nodes within the same peergroup and border nodes.  

 

 

 

 

Fig 5.13 Call success rate vs. Peergroups 



 39

Avg Database size  vs # Peergroups
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The database size keeps decreasing until a point after which the database size increases. 

This is because the number of border nodes becomes significant when compared to the 

number of nodes within the same peergroup. This trend can very well be seen from the 

results of the simulations 
 

5.4.5 Average number of hops 
Figure 5.15 shows the variation of average number of hops as a function of the number of 

peergroups. The average number of hops is simply a measure of how identical each 

topology is, which in turn is a measure of the confidence level of the results obtained.  

 

 

 

 

Fig 5.14 Average Database size vs. Peergroups 
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In the simulation experiments conducted, the average number of hops in each case is 

almost the same, and thus it could be said that the topologies had no significant influence 

or bias on the results obtained. The slight variations in the average number of hops are 

due to the dissimilarities in the way inter-peergroup and intra-peergroup connections are 

made for each peergroup. 

 

5.4.6 Floods per node 
The total number of floods is composed of two components: floods when a significant 

change occurs in one of the node's database and the periodic flooding (hello packet, 

periodic PTSE refresh etc). The trend in the number of floods is dictated by the 

significant changes (floods, which are more frequent than the periodic floods) 

  

Figure 5.16 shows the variation of floods per node with respect to a variation in the 

number of peergroups. With a lesser number of peergroups, there will be more significant 

changes within a peergroup; hence this will trigger intra-peergroup flooding; inter-

Fig 5.15 Average hops vs. Peergroups 
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peergroup flooding takes place mainly for two reasons: if there is a significant change in 

one of the border nodes or if a peergroup loses reachability to one of the other 

peergroups. With a lesser number of Peergroups, the intra-peergroup floods dominate; 

with the increase in the number of peergroups, the inter-peergroup floods start to 

dominate. A point is reached whereby the increase in inter-peergroup floods will be more 

pronounced than the decrease in intra-peergroup floods.  
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In this set of simulations, the number of nodes is maintained as a constant (160); hence 

the total floods and the floods per node both follow the same trend. The floods per node 

are taken as the metric of interest here. The results of the simulation behave exactly as 

described above. The number of floods decreases as the number of peergroups increases 

from 4 to 10, but again increases when the number of peergroups is 16. It can be seen that 

the wasted floods also follow the same trend as the total number of floods. 

 

Fig 5.16 Average Floods/node vs. Peergroups 
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5.4.7 PNNI data per Flood  
Figure 5.17 shows the variation of PNNI data per flood per node with respect to variation 

in the number of peergroups. The PNNI data per flood per node for similarly configured 

peergroups (for the same load) should remain unchanged.  

 

Avg Pnni Data/Flood vs # Peergroups

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

4 5 8 10 16

# Peergroups

Pn
ni

 d
at

a/
flo

od
 (b

its
/fl

oo
d)

Pnni data high
Avg Pnni data/Flood 
Pnni data low

 

 

 

The decrease in the average PNNI data per flood for 10x16 and 16x10 peergroups is due 

to the fact that, unlike the intra-peergroup connections in other peergroups, intra-

peergroup links do not originate from all the nodes in the peergroup. One point to be 

noted here is that the ‘Average PNNI data’ metric is normalized over the total number of 

floods, while ‘PNNI data – high’ and ‘PNNI data – low’ have been normalized over 

floods per node. 

Fig 5.17 PNNI data per flood vs. Peergroups 
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5.6 Conclusion 
It can be thus concluded that as the number of peergroups in a bandwidth-rich network is 

increased,  

-    Convergence time decreases initially, and then increases 

-    Mean Call setup time increases 

- Call success percentage decreases 

- Average Database size decreases 

- Average PNNI data / flood remains unchanged 

- Average number of hops remains unchanged (in general, but depends on 

topology) 
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Chapter 6 

Effect of Hierarchy 
6.1 Introduction 
The aim of this set of simulations is to study the effect of hierarchical levels on the 

metrics that characterize the performance of the network. 

 

6.2 Test topology 
The topologies constructed for this set of simulations consist of a cluster topology with 

96 nodes. The simulations are conducted on the same topology, but by varying the 

hierarchy from one-level (flat), two-levels, three-levels and four-levels. The topology has 

been constructed as follows.  The 96 nodes are grouped as 6 ‘leaves’ of 16 nodes each 

(see figure 6.1). Each leaf has 3 mini-clusters, of which 2 mini-clusters have 5 nodes 

each, while the third mini-cluster has 6 nodes in it. From each leaf, two nodes from the 6-

node mini-cluster have links to interconnect to other leaves. The inter-leaf 

interconnections are carried out through OC-3 links, while the inter-mini-cluster 

connections are carried out through 20 Mbps links, and the nodes within a mini-cluster 

are connected through 10 Mbps links. The hosts are connected to the nodes via 5 Mbps 

links. Darkened circles represent the leader nodes in each topology. The number of calls 

generated is 50 per host. 

 

6.2.1 One-level (flat) hierarchy 
This topology has been constructed such that it has just one-level hierarchy (or in effect 

no hierarchy at all); the topology is flat structured. All the nodes in the network fall are 

grouped under one single peergroup. Fig 6.1 is a representation of a leaf in the flat 

network. Fig 6.2 is shows partially the one-level hierarchical topology, with inter-leaf 

interconnections. 
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Fig 6.1 Leaf in the One-level (flat) network 

Fig 6.2 One-level Inter-leaf interconnections 
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6.2.2 Two-level hierarchy 
This topology has been constructed such that there are two levels of hierarchy. Each leaf 

has been grouped under a separate peergroup as indicated in fig 6.3. Figure 6.4 gives the 

inter-peergroup connections, along with the logical-level of hierarchy (second-level). 

 

 
 

 

 

 

Fig 6.3 Leaf in a two-level hierarchical network 
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Fig 6.4 Inter-Peergroup connections in a 2-level hierarchical network
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6.2.3 Three-level hierarchy 
The next topology has been constructed with three-levels of hierarchy. Here, each mini-

cluster is grouped into a peergroup, while the leaf serves as a logical level or a higher-

level peergroup, which encompasses the mini-cluster peergroups. Fig 6.5 shows the 

representation of a leaf in a 3-level hierarchical network, along with its next higher-level 

(logical level) representation. Fig 6.6 shows the inter-peergroup interconnection at level-

96 (lowest level of hierarchy), level-88 (second level of hierarchy) and level-80 (third 

level of hierarchy). 

 

 
 

Fig 6.5 Leaf in a 3-level hierarchical network with its logical level 

representation 
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Fig 6.6 Complete 3-level hierarchical representation of the network 
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6.3 Performance metrics 
The metrics of primary interest in this set of simulations are: 

�� Mean Call setup time 

�� Call success percentage 

�� Average Database size 

�� Convergence time 

�� Average number of hops 

Along with these metrics, the other metrics such as Average utilization percentage, total 

floods and PNNI data / flood are also monitored. 

 

6.4 Results and Analysis 

6.4.1 Mean Call setup time 
 

Figure 6.7 shows that the mean call setup time increases (not monotonically) with an 

increase in hierarchical levels. The call setup time is the sum of the queuing time at each 

node, the time to traverse the links and the routing time. The queuing time and the time to 

traverse the links can be assumed to be fairly constant. (The queuing time at each node is 

mainly dependent on the load in the network). With an increase in hierarchical levels, the 

number of decision making nodes increases and each decision-making node (the leader) 

does not have complete information about the entire network topology. Hence the routing 

decisions are not always optimal as the number of hierarchical levels increase; also, the 

routing decisions are made at each level, which increases the effective routing time.   
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Thus the mean call setup time can be thought of as a function of the routing time of each 

call (with load and network topology remaining unchanged). The routing time can further 

be split as inter-peergroup routing time and intra-peergroup routing time. These results 

seem to contradict the results of “Effect of Peergrouping test”. The time for flow of 

control data between hierarchical levels more than offsets the decrease in routing time 

due to peergrouping. Hence, an increase in the number of hierarchical levels increases the 

routing time, thus increasing the mean call setup time. 

 

One exception is the results of 2-level hierarchy; here the increase in routing time due to 

flow of control data between hierarchical levels is less than the decrease in routing time 

due to the effect of peergrouping. It might be interesting to note that in Gowri 

Dhandapani’s Master’s thesis report (page 72) [2], it was reported that the call setup time 

decreases with an increase in hierarchical levels; this was because the tests were 

Fig 6.7 Mean Call setup time vs. levels of hierarchy 



 52

conducted only on two topologies, and the results were affected by the above stated 

effect. 

 

6.4.2 Average Database size 
Figure 6.8 shows that the average database size decreases as the number of hierarchical 

levels increases. This is because, with an increase in the number of hierarchical levels, 

the routing decisions taken to setup a call are made by more than one node, and hence 

each node need not have a complete and accurate picture of the network topology; all the 

nodes need is complete reachability information at the highest level of hierarchy. This 

abstraction in reachability information considerably reduces the database size at each 

node. Stated otherwise, the reachability information is spread over the entire topology, 

rather than clustered at each node. 
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Fig 6.8 Average Database size vs. levels of hierarchy 
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The reduction in database size and the resulting inaccuracy in reachability information is 

actually the fundamental trade-off with hierarchical routing. As the topology scales in 

size, without hierarchical levels, each node needs to maintain state information about 

every other node in the topology and hence the database size increases to unmanageable 

proportions. With hierarchical levels, the database size is greatly reduced, but the trade-

off for this reduction in size is inaccurate routing information caused as a result of 

abstraction of levels. 

 

6.4.3 Mean Call setup success percentage 
Figure 6.9 shows that the mean call setup percent decreases with an increase in the 
number of hierarchical levels.  
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A call fails mainly because of routing inaccuracies and not because of unavailability of 
resources (computing and/or link bandwidth) when the number of hierarchical levels 

Fig 6.9 Mean call success rate vs. Levels of hierarchy 



 54

increases (for a given load and network topology). Routing inaccuracies are caused 
because of inaccurate and incomplete information present in the nodes’ database as a 
result of topology abstraction. 
 

 

6.4.4 Average number of hops 
Figure 6.10 shows the variation of the average number of hops with respect to the 

variation in number of hierarchical levels. The average number of hops increases as the 

number of hierarchical levels increases. This is because, as the number of hierarchical 

levels increases, so do routing inaccuracies, and hence the path chosen for the call setup 

is not always the most optimal.  
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Fig 6.10 Average hops vs. Levels of hierarchy 
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The above explanation is further corroborated from a poorer call success percentage for 

an increased number of hierarchical levels, which is again due to inaccurate routing 

information in the database. 

 

6.4.5 Convergence time 
Figure 6.11 gives the variation of convergence time as a function of the number of 

hierarchical level. The convergence time decreases as the number of hierarchical levels 

increases.  
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This is because the number of nodes that each node has to converge (in other words the 

convergence number) decreases as the number of hierarchical levels increases. This 

behavior was also seen in “Effect of Peergrouping” test. 

 

Fig 6.11 Convergence time vs. Levels of hierarchy
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6.4.6 Floods per node 
Figure 6.12 shows that the number of floods per node increases as the hierarchical levels 

increases. This is because the PNNI control data is flooded to higher levels of hierarchy 

too; so more the number of hierarchical levels more are the number of floods.  
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6.4.7 PNNI data per Flood  
Figure 6.13 shows that the average PNNI data /flood is almost a constant. The topologies 

with more levels of hierarchy will have to flood PNNI data to its upper levels, too. Hence 

the number of floods in this case is higher but the PNNI data also increases 

proportionally. Hence the flat topology (without any hierarchical levels) has lesser 

Fig 6.12 Floods per node vs. Levels of hierarchy 
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number of floods and lesser PNNI data, but a similar PNNI data /flood measure as that of 

the topologies with higher levels of hierarchy. 
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6.4.8 Percentage Wasted Floods 
Figure 6.15 shows the variation of percentage wasted floods with respect to variations in 

the number of hierarchical levels. The percentage wasted floods give a good measure of 

how robust the topology is to changes.  

 

 

Fig 6.13 PNNI data per flood vs. Levels of hierarchy 
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The 2-level hierarchical topology has the maximum percentage of wasted floods. What 

the wasted floods indicate is that how often a significant change in one node has not 

affected another node’s view of the entire topology. On the other hand, too much wasted 

floods is a waste of bandwidth. Hence, there is a trade-off between robustness (caused 

due to redundancy of data) and effective use of available bandwidth. 

 

6.6 Conclusion 
As the number of hierarchical levels increases, it can be concluded that 

 - Mean Call setup time increases 

 - Convergence time decreases 

            - Call success percentage decreases 

            - Average Database size decreases 

- Average number of hops increases 

Fig 6.14 Wasted Floods percentage vs. Levels of hierarchy 
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Chapter 7 

Effect of Crankback 
7.1 Introduction 
The aim of this test is to study the effect of varying the number of crankback retries on 

mean call setup time and call failure percentage, especially on the calls that fail due to 

lack of bandwidth, under fixed load and topology. 

 

7.2 Test topology 
The test topology is the 3-level hierarchical cluster topology with 96 nodes, as used in the 

“Effect of hierarchy” test. Refer to Fig 6.6 for the topology. The maximum number of 

crankback retries is varied as 0, 2, 5 and 8. The number of calls generated is 15 per host. 

Calls are generated with an exponential mean inter-arrival time of 40 seconds. A warm 

up ratio (similar to run in time) of 15% is used (the results of the first 15% of the calls 

generated by each host are ignored). The call bandwidth (Peak cell rate)  of each call is 

changed from 64Kbps to 1250 Kbps. 

 

7.3 Performance metrics 
The metrics under consideration are 

- Average Call failure percentage 

- Mean Call setup time 

 

7.4 Results and Analysis 

7.4.1 Average Call failure percentage 
 

Fig 7.1 gives the variation of call failure percentage with respect to the number of 

crankback retries. The average call failure percentage is expected to decrease as the 

number of crankback retries increases. But if the topology has not much scope for 
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crankback i.e. if there is are not many routes to reach the destination, then crankback 

retries will only waste processing time, thus increasing the effective load on the system. 

This causes call failure percentage to increase due to processing time outs as the number 

of crankback retries increases. 
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Figure 7.2 shows the variation of call failure rate (for calls failed due to lack of 

bandwidth) with a variation in the number of crankback retries. As expected, the call 

failure rate due to lack of bandwidth decreases initially with an increase in crankback 

retries, but eventually starts to increase for eight crankback retries. This behavior is seen 

because, with a large number of crankback retries, the effective load in the system is 

increased, and as a result a large number of calls are competing for bandwidth at the same 

time. Hence more calls fail because the effect of crankback is somewhat reduced at a 

higher effective load. In other words, higher crankback retries may indirectly be 

responsible for increase in load, and thus cause more call failures.  

Fig 7.1 Call failure rate vs. Crankback retries 
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Call Failures caused by time outs due to lack of processing resource 
vs. Crankback retries
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Fig 7.2 Call failures due to Insufficient Bandwidth vs.
Crankback Retries 

Fig 7.3 Call failures due to unavailability of processing 
resources vs. Crankback retries 
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Figure 7.3 shows the variation of call failure rate (for calls failed due to time outs caused 

by lack of processing resources) versus the variation in number of crankback retries. As 

seen above, crankback retries will increase effective load in the system. This causes an 

increased failure rate for calls that are timed out due to lack of availability of processing 

resources. Crankback will not help to alleviate the problem with lack of processing 

resources; in fact crankback will only serve to exacerbate the problem. For a maximum 

crankback retry number of 8, we see a lesser number of call failures due to time outs 

because more calls fail due to lack of bandwidth as well. Moreover, with 8 crankback 

retries, the effective load is very high, and many calls may fail at an earlier stage of the 

simulation itself, without progressing much into the network, and thus they reduce the 

number of failures due to processing time outs. 

 
7.4.2 Mean Call Setup time 
 

Figure 7.4 shows the variation of mean call setup time as a function of crankback retries. 

In general, more the number of crankback retries, more will be the call setup time.  
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Fig 7.4 Mean Call setup time vs. Crankback retries 
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This is obvious because that crankback retries increase the effective load in the system, 

which causes an increase in the call queuing delay in the nodes. Hence, the calls 

experience a higher mean setup time. But, for a very high number of retries, many calls 

time out due to the excessive queuing delay, and the calls do not succeed. This causes a 

decrease in the call setup time; it also causes a decrease in the call setup percentage. 

 

7.5 Conclusion 
In a bandwidth-poor network, an increase in number of crankback retries 

�� Increases the call success percentage, until the call failure begins to be dominated 

by time outs associated with lack of processing resources. Even calls failing due 

to lack of bandwidth, if subjected to a large number of crankback retries, may 

eventually time out and fail, leading to decrease in call success percentage 

��  Increases call setup time irrespective of the type of network, until more calls fail 

due to lack of processing resources. 

 

Hence it can be concluded that crankback retries are to be used only when a large 

percentage of calls fail due to lack of bandwidth (or some other QoS metric). In 

bandwidth-rich networks, the use of crankbacks will only decrease the call success rate. 

In a bandwidth-medium rich network, crankbacks could be used, but the number of 

retries should be chosen such that the crankbacks do not cause many call failures due to 

time outs before they could be processed. In a low-bandwidth network, it is advisable to 

use crankbacks, but again, the number of retries should be chosen so as not cause more 

failures associated with lack of processing power (due to crankbacks), than the number of 

calls that succeed due to crankbacks. 
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Chapter 8 

Simulator Performance 
8.1 Introduction 
The scope of this set of simulations is to study the simulator’s performance with change 

in load and size of the network – in other words to determine the effect of load and size 

of the network on the duration of the simulation. 

 

8.2 Test topology 
The test topologies used are the same as the ones used for the scalability and load tests. 

The simulations were run in each of the three topologies by varying the mean call inter-

arrival time as 20 seconds, 10 seconds and 5 seconds. Each host generated the same 

number of calls as specified in the scalability test. 

 

8.3 Parameter of interest 
The duration of the simulation measured in real units of time is the parameter of interest. 

This gives a good idea of how the simulator behaves when load and or size of the 

network is increased. 

 

8.4 Results and Analysis 

8.4.1 Variation with change in size 
The duration of simulation increases monotonically as the size of network is increased. 

This is obvious because the simulator will have to process more events generated as a 

result of increase in the number of calls (as a result of the number of nodes).  
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Simulation duration vs nodes
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8.4.2 Variation with change in load 
The simulation time is expected to increase with increase in load, unless the heavy load 

causes calls to fail at an early stage. In such a case, the simulator runs out of events to 

process, and hence completes the simulation sooner.  
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Fig 8.1 Variation of simulation time vs. size of network

Fig 8.2 Variation of Simulation time vs. load
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The results for variation of simulation time with changes in load (fig 8.2) are in direct 

contradiction with the hypothesis. For 20 nodes, changes in load hardly have any impact 

on simulation time. But for bigger topologies, simulation time decreases with increase in 

load. One possible explanation for this surprising behavior could be that the calls at high 

load in bigger topologies fail at an earlier stage, thus reducing the number of events the 

simulator has to process.  

 

The call success rate in the case of 20 nodes is 100 percent for all loads. In case of 40 

nodes, the call success rate is 100 percent for mean inter-arrival times of 20 seconds and 

10 seconds, while it is 99 percent at heavy load. The duration of the simulation is almost 

the same at an inter-arrival mean of 20 seconds and 10 seconds, while the duration of 

simulation is lesser in case of a call inter-arrival mean of 5 seconds.  One reason could be 

that, for the same call success rate, there tends to be more flooding (periodic floods, and 

hence more events) in case of lighter loads, since the simulated time is more. 

 

The call success rate in the case of 80 nodes is 100 percent for mean inter-arrival times of 

20 seconds and 10 seconds. But at heavy load, the call success rate is only 92 percent, 

which causes the duration of simulation to greatly reduce because of the reasons 

discussed in the preceding paragraphs. 

 

8.4 Conclusion 
As the size of the network is scaled upwards appropriately, the time to complete the 

simulation also increases. 

 

As the load in the network is increased, the time to complete the simulation depends on 

the location of the failure of the call. If calls fail at the early stages of routing, then the 

simulation time might decrease for heavy loads; whereas if calls fail after progressing 

quite deep into the network, the simulation time might increase at heavy loads. 

 

In the test topology, at 80 nodes, under heavy loads, the calls seem to fail at the early 

stages of routing itself. 
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Chapter 9 

Summary 
 
9.1 Summary of Conclusions 
It can be thus concluded that:  

�� As the topology is scaled in size in a bandwidth-rich network,  
-     Mean Call setup time increases 
-    Call success percentage decreases 
-    Average Database size increases 

 -    Convergence time increases 
-    Total number of floods increases 
- Average PNNI data / flood increases 
- Average number of hops increases (in general, but depends on topology) 

 

�� As the load in the network is increased in a bandwidth-rich network,  
-     Mean Call setup time increases 
- Call success percentage decreases 
- Average link utilization percentage increases  
- Average PNNI data / flood increases (only in large-sized networks) 
- Average number of hops remains unchanged (in general, but depends on 

topology) 
 

�� As the number of peergroups in the network is increased in a band-width 
rich network,  
-    Convergence time decreases initially, and then increases 
-    Mean Call setup time increases 
- Call success percentage decreases 
- Average Database size decreases 
- Average PNNI data / flood remains unchanged 
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- Average number of hops remains unchanged (in general, but depends on 
topology) 

�� As the number of hierarchical levels increases in a bandwidth-rich network, 

 -    Mean Call setup time increases 

 -    Convergence time decreases 

            -    Call success percentage decreases 

            -    Average Database size decreases 

-    Average number of hops increases 

For the test topology, it can be seen that we get the best performance in the 2-level 

hierarchy for almost all the performance metrics. Hence, for the chosen topology, the 

2-level hierarchy is the most optimal. 

 

�� As the number of crankback retries is increased in a bandwidth-poor 

network,  

 -    Mean Call setup time increases and then decreases  

            -    Call success percentage increases initially and then decreases 

 

�� As the number of nodes in the network increases, 
- Simulation time increases 
 

�� As the load in the network increases 
-     Simulation time depends on topology 

 
. 
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Appendix - I 

Simulation Parameters 
 
 
The following simulation parameters are common for all simulations (except for the “Crankback Retries” 
test). 
 
Node Parameters  
             ptse_age_offset           = uniform [-25 25]   
             fabric                   = KU   
             numports                  = 4   
             routing_policy            = max_bw   
             flooding_significance     = dynamic_threshold   
             flooding_threshold        = 2   
             prop_constant             = 25   
             default_flooding_period   = 1800 sec   
             default_flooding_factor   = 5   
             acac_policy               = call_packing   
             util_log_period           = 1   
             call_trace                 = FALSE   
             queuesize                 = 5000 
             crankback_retries   = 2   
             hello_timer               = 15   
             hello_inactivity_factor   = 4   
             summary_timer             = 20   
             ptsp_timer                = 20   
             ack_timer                 = 5   
             request_timer             = 20   
             reaggregation_timer       = 0   
             process_time              = 2.0   
 
 Host Parameters  
             calls                      =    25/30/50/60/120 
             arrival_distribution      =    exponential 20,15,10,5,2s      
             duration_distribution       =    exponential 100 sec 
 
             calltype1                =    cbr 
             pcr1                         =    fixed 64 kbps 
             share1                        =    5 % 
             ctd1                          =    fixed 33 msec 
             cdv1                          =    fixed 1  msec 
             clr1                          =    fixed 8 (ie 10 ^ -8) 
          
             calltype2                               =    vbr, 
             pcr2                                    =    fixed 64 kbps 
             pcr2scr2                                =    fixed 2 
             share2                                  =    10 % 
             ctd2                                    =    fixed 43 msec 
             cdv2                                    =    fixed 11 msec 
             clr2                                    =    fixed 5  
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            calltype3                           =    vbr, 
             pcr3                                 =    fixed 64 kbps 
             pcr2scr3                             =    fixed 1.78 
             share3                               =    85 % 
             ctd3                                 =    fixed 43 msec 
             cdv3                                 =    fixed 11 msec 
             clr3                                 =    fixed 5 
 
      
 Scheduling info  
            duration                                          =   total # calls * mean call interarrival time  
            nodal_represent                    =    complex  
            mpg                                 =     true  
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AUTOMATED DGD MEASUREMENTS USING 
POLARIZATION ANALYZER 

 
1. Introduction 

 This report gives a detailed description of the measurement setup and the 

procedure used to make automated DGD measurements across a given wavelength 

band and over time using the Agilent lightwave polarization analyzer (PA). Jones 

Matrix Eigenanalysis (JME) method is used for making DGD measurements. This 

report assumes that the user knows how to use the Agilent PA. [If not the user is 

advised to go through the manual of PA first]. Also, the user should know how to 

compile and run Visual basic files. 

2. Measurement Setup 
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Fig 1. Measurement setup used for making automated DGD measurements.



2.1 Description 

             The Agilent PA shown in Fig 1 comes with an instrument controller, monitor, 

keyboard and a mouse. The PA and the instrument controller are connected using the 

dedicated interface cable provided by the vendor. The monitor, keyboard and the 

mouse are connected to the instrument controller using their respective cables.  An 

external Tunable Laser Source (TLS) operating in the desired wavelength band, the 

instrument controller and the system controller PC (a Windows machine) used for 

automating the measurements are connected together using a common GPIB bus. 

Optical output from the TLS is fed into the ‘external source input’ of the PA and the 

input and output ends of the Device Under Test (DUT) are connected to the ‘optical 

output’ and ‘optical input’ of the PA using fiber patch cords. 

              The Agilent PA provides two methods to measure the DGD, namely JME 

method and Wavelength Scanning (WS) method. Using JME application of Agilent 

PA one DGD measurement in time across the specified wavelength band can be 

made. To repeat the measurements in time automatically another PC is used as a 

system controller. A Visual Basic (VB) application running on the system controller 

PC communicates with the instrument controller by sending device specific 

commands (refer PA manual) thereby controlling the operation of the PA. Using the 

system controller PC, after each across-the-band measurement (one full measurement 

across the specified wavelength band) in time the PA sits idle for a certain period 

(specified by the user at the start of the measurements, usually 1 minute or so) 

providing the user an option to exit the application. If the user does not exit the 



application within the specified time interval the PA restarts the across-the-band 

measurement again. This process keeps repeating until the user stops the 

measurements. However, the user does not have the option of stopping the 

measurements when an across-the-band measurement is in progress (can only be 

stopped forcibly). The user has to wait until that particular measurement across the 

specified band is completed to stop the measurements. 

2.2 Saving data 

           When the measurements are in progress, the VB application running on the 

system controller PC will automatically open a text file for each across-the-band 

measurement in the current folder of the system controller PC with a file name ‘JME 

-‘date’-‘time’ and records the measured data. These text files can be opened using 

‘Notepad’ or ‘WordPad’ applications. Each file has three columns separated by 

commas, first column is the wavelength in nm, second column is the instantaneous 

DGD in ps and the third column is the average DGD in ps up to that point in that 

particular across-the-band measurement. [The data in the third column is rarely used; 

it is the data in the second column that is of interest to the user.]  

3. Measurement procedure 

Step 1: Connect the instruments as shown in Fig 1 and power up the instruments. 

Step 2: Before starting the measurements, follow the method described in the Agilent 

PA (8509 B/C) user’s manual to perform one-time adjustment of external source 

polarization. This step is important as the vendor recommends it for enhanced 

accuracy. 



Step 3: Open the Agilent 8509B/C and HPIB2DDE applications by double clicking 

on the icons on the monitor screen that comes with the PA. 

Step 4: On the systems controller PC, open a new folder [this is recommended so that 

all the data files will be saved in that folder] and copy the executable file of the VB 

application into that folder.  

Step 5: Start the VB application by double clicking on the executable file. This will 

open a window showing a few instructions that the user should follow before starting 

the measurements. 

Clicking ‘OK’ will open an input dialog box showing the fields: start wavelength 

(nm), stop wavelength (nm), delta (step size in nm), power level (dBm) and the time 

interval (minutes) between the measurements (explained in Sec 2.1) and their default 

values. It also shows two icons namely, ‘start measurement’ and ‘exit’. 

Step 6: The user should provide the required values in the fields and click on the 

‘start measurement’ icon. After that the system controller PC will start 

communicating with the instrument controller and the measurements will start in a 

few seconds. 

Step 7: While the measurements are in progress, a plot between the instantaneous 

DGD (ps) and wavelength (nm) is displayed on the monitor screen that comes with 

the PA. This plot is refreshed after each across-the-band measurement. Both the 

monitors can be switched off to save power. 

Step 8: To stop the measurements the user has to wait until the current across-the-

band measurement is completed after which the VB application running the systems 



controller PC will provide an option for the user to exit the application. In case the 

user wants to stop the measurements in the middle, it can be done using the task 

manager (not recommended). The data collected till that moment will be saved in the 

file. 

Note: Refer to the PA manual for the details about the uncertainty in the 

measurements using the JME method. 

4. Possible errors during measurements 

The following errors are observed rarely which will stop the measurements. 

a. Error writing to the polarization analyzer – This message will appear on the 

system controller PC monitor. When this occurs the measurements are 

stopped abruptly. The user has to restart the measurements. 

b. Power under range – This message appears on the monitor that comes with the 

PA usually at the start of the measurements. This implies the power input to 

the PA from the DUT is below the sensitivity of the PA. The user has to take 

necessary action (such as increasing power from TLS or using an optical 

amplifier etc.) and restart the measurements. 

It’s better to check often whether the measurements are running or stopped due to 

some error. That way the measurements can be restarted soon in case of an error 

without missing much data. 

5. Details about using VB software 

Two zipped folders, namely, ‘PMD installer.zip’ and ‘Sourcecode.zip’ are attached to 

this report. 



The following are required to use the above software: 

a. National instruments GPIB board installed. 

b. NI-488.2 software installed (It comes with the GPIB board). 

c. Visual basic 6.0 compiler [Only if the source code is modified]. 

If the PMD installer folder is unzipped, it has a setup file in that. First the GPIB 

address of the PA has to be set to 29 and that of TLS to 24 (these are the values used 

in the code). Then if the setup file is run, it will install an executable file of the 

current version of the code. Now the user is ready to start the measurements with the 

specifications used in the code, namely, start wavelength is greater than 1510 nm, 

stop wavelength is less than or equal to 1635 nm, power level is between –20 dBm 

and 6 dBm. If the user wants to use values within the above-mentioned ranges of 

wavelength and power he/she can straight away start the measurements and mention 

the desired values at the start of the measurements while prompted. 

           If the user wants to extend or change the above-mentioned ranges, 

modifications has to be made to the source code file (PMD-WL-Timev2.VPB, a 

visual basic project file which is located in the Sourcecode folder) and compile it 

again to get the executable file. 

 

 

 

 

 



6. Sample measurement 

        A sample window of specifications and sample plot and data files of the 

measurements in lab are shown below.  

Sample Specifications 

 
 
 

Sample plot 

 
 
The data corresponding to this plot is taken from the data file shown in the next page. 



Sample data file  
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Abstract− Signal degradation due to polarization-mode
dispersion (PMD) effects may become significant for
signaling rates of 10 Gb/s, 40 Gb/s, and beyond.  As
expected, statistical analysis of variations in differential
group delay (DGD) indicate that excursions from the
mean DGD by factors of 3.7 or higher have very low
probability.  Temporal and spectral measurements of
DGD were made on 95 km of buried standard SMF over
an 86 day period to determine the distribution and rate of
change of high DGD events.  A drift time of about 3.4
days was found.  The DGD data agree well with results of
similar experiments reported in the literature.  Coupling
the drift time characteristic with the statistical behavior
of DGD, we conclude that high-DGD episodes will be
exceedingly rare and short lived.  The impact of PMD on
network operators is explored.  Approaches are reviewed
for network operators tasked with transporting high bit-
rate channels over fiber links with known PMD
characteristics.

INTRODUCTION
In the phenomenon called polarization-mode dispersion

(PMD), birefringence in the optical fiber provides two
polarization-dependent group velocities for optical signals.
In the high-coherence model of PMD (which assumes the
coherence time of the light source is greater than the PMD-
induced delays and no polarization-dependent loss) an input
pulse will result in two orthogonally polarized pulses that
preserve the shape of the original input pulse.  The relative
amplitudes of these two pulses is determined by the state of
polarization (SOP) of the input pulse relative to the fiber’s
input principal states of polarization (PSPs).  Thus for each
pulse input, two pulses arrive at the receiver with different
arrival times, called the differential group delay (DGD), ∆τ.
This first-order model is frequency independent and is only
valid over limited bandwidths.  For wider bandwidths higher
order effects must be considered resulting in frequency
dependent polarization and dispersion [1], [2].  The
bandwidth over which the PSPs can be assumed constant
depend on the properties of the fiber and has been shown to
vary inversely with the mean DGD, <∆τ> [3].  While the
minimum bandwidth of the PSPs in single-mode fibers was
found to be always over 50 GHz [3], this bandwidth for
standard single-mode fiber is of the order of 100 GHz [1].

PMD may become a major impediment for network
operators seeking to increase the per channel data rate on
long-haul fiber-optic links.  While the DGD in buried fiber
had negligible impact at 2.5-Gb/s signaling rates, upgrades to

10 Gb/s, 40 Gb/s and beyond will require increasingly more
attention.  While there are PMD challenges facing carriers at
10 Gb/s, these challenges are not as severe as originally
feared.  Major carriers are successfully deploying 10 Gb/s
dense-wavelength division multiplexed (DWDM) links
across the core of their networks.  A marked improvement in
the DGD tolerance of 10 Gb/s long-reach receivers (to about
40 ps) will likely satisfy most length demands, obviating the
need for PMD compensation (PMDC).  Signaling rates of 40
Gb/s and beyond will most likely require some form of
mitigation in long-haul applications, such as robust
modulation schemes or PMDC.

To ensure signal quality on their fiber at higher bit rates,
network engineers must anticipate the impact of PMD on the
various fiber routes.  Design of a reliable network requires a
good model of the PMD characteristics on each link.  An
understanding of the variability of both the DGD and the
PSPs is required to specify appropriate transmission
parameters.  Factors such as the mean DGD, PMD correlation
time and bandwidth, as well as second-order effects together
with performance prediction models can provide this
understanding.

While PMD is a vector quantity, with a magnitude (DGD)
and a direction (PSP), we are deliberately focusing
exclusively on DGD as this is a readily measured parameter
on installed optical networks.  The statistical distribution and
behavior of PSPs has been extensively studied and reported
elsewhere.

PMD STATISTICS
Mean DGD

For long optical fibers, the PMD figure of merit typically
specified is its mean DGD, <∆τ>, (having units of ps) or its
PMD coefficient, <∆τ>/√L, (having units of ps/√km) where L
is the fiber length.  The PMD for an installed (buried) fiber-
optic cable is dominated by the inherent PMD of the bare
fiber; however, the level of relaxation provided by the cabling
and installation techniques also affect PMD.  While the PMD
in bare fiber is determined largely by the core-cladding
concentricity achieved during manufacture, we have found
that loose-tube cabling results in a lower PMD than other
cabling methods, such as slotted core cabling.  In addition,
mechanical stresses introduced during cable installation
(burial) also contribute to the PMD and will be affected by
the installation practices used and whether the cable is in a
protective conduit.



The mean DGD for a given fiber is a constant that
represents both the average of DGD values at one time across
a broad spectral bandwidth
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where ∆τ(λ, t) is the DGD value at wavelength λ and time t.
Although the mean DGD for an installed fiber is constant,
changing environmental factors (e.g., temperature) cause the
instantaneous DGD at a given wavelength, ∆τ(λ, t), to vary
randomly about that mean.

When various fiber segments are concatenated to form a
single long fiber, the mean DGD of the overall fiber is found
by
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where N is the number of segments.

Maxwellian distribution
The DGD for a given wavelength at any moment in time,

∆τ(λ, t), is a random variable with a Maxwellian probability
density function [4,5]
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for 0 < ∆τ < +∞, where

πσ=τ∆ /8 (5)

Figure 1.  Maxwellian probability density function.

Therefore the single parameter <∆τ> fully specifies the
distribution.  Figure 1 shows the Maxwellian probability
density function normalized by the mean DGD.

Using this distribution, the probability of ∆τ exceeding a
particular value can be found using

( ) ( )∫ τ∆τ∆−=≥τ∆
X

0
dp1XP (6)

For example, the probability of ∆τ/<∆τ> exceeding 3.7 is
1.3×10-7.  Expressed another way, if the mean DGD of a fiber
link is 10 ps, 99.99999% of the time the DGD will be less
than 37 ps.

NETWORK DESIGN CONSIDERATIONS
In the design of a robust, long-haul fiber-optic network, the

relationship between the maximum achievable link length
and bit rate must be considered.  For link designs where the
maximum tolerable DGD is exceeded, techniques for coping
with the effects of PMD must be explored.
Receiver DGD tolerance

The maximum link DGD that a receiver can tolerate before
the signal degradation becomes unacceptable depends on a
variety of factors, including modulation format, optical
signal-to-noise ratio, and receiver design.  For intensity-
modulated, direct-detected (IM-DD) systems, Iannone et al.
[6] found that when the transmitted signal excites both PSPs
equally (a worst case condition), a 1-dB receiver sensitivity
penalty results when the instantaneous DGD is about 23% of
the signaling time period, Tbit.  For a 2.5-Gb/s NRZ signal
(Tbit is 400 ps), this corresponds to a tolerable DGD value of
about 92 ps; at 10-Gb/s, about 23 ps is tolerable; and for a 40-
Gb/s NRZ signal, this corresponds to about 5.7 ps.  This
maximum tolerable DGD level is representative of the NRZ
IM-DD case; receiver DGD tolerance can be improved
through careful receiver design, use of PMD-tolerant
signaling formats, and the use of forward-correction codes
(FEC).  Khosravani and Willner [7] showed that RZ, chirped
RZ, and dispersion-managed soliton signaling formats are
much more tolerant of PMD effects compared to NRZ
formats.  Shieh et al. [8] and Xie et al. [9] have demonstrated
a substantial increase in receiver tolerance of DGD when
FEC is used.  Modern long-haul, 10-Gb/s receivers using
FEC or RZ modulation can tolerate about 40 ps of DGD with
a 1-dB power penalty.
Probability of signal outage

For occurrences of high instantaneous DGD, signal quality
may be intolerable resulting in a PMD-induced outage.  Such
outages may significantly affect network availability for
higher bit rates (10 Gb/s, 40 Gb/s, and higher).  For a network
to operate with an overall availability of “five nines” (i.e.,
99.999% of availability), the desired PMD-related availability
factor may be “seven nines” (i.e., 99.99999%) which
corresponds to a maximum tolerable DGD 3.7 times the mean
DGD.  For a 2.5-Gb/s IM-DD NRZ system with a DGD
tolerance of 92 ps, this results in an acceptable mean DGD
value of 25 ps; for a 10-Gb/s system with a DGD tolerance of
23 ps, the acceptable mean DGD is 6.2 ps; and for 40-Gb/s
with a tolerable DGD of 5.7 ps, the acceptable mean DGD



level is 1.5 ps.  For DGD-tolerant receivers (40 ps at 10 Gb/s)
this results in an acceptable mean DGD of 10.8 ps.
Coping with PMD

For network operators faced with the challenge of
upgrading the channel data rate on a high-PMD link in the
network, a handful of solutions exist that will preserve the
signal quality at increased data rates.

One alternative cost solution is to selectively replace those
fiber segments in the link known to be the dominant
contributors to the overall link DGD, if they can be identified.

Another alternative cost solution is to regenerate the
optical signal by placing a back-to-back terminals at the point
in the link where the DGD affects approach an intolerable
level, thus effectively reducing the optical link length.

Still another approach is to introduce error correction
codes, such as FEC.  In this approach the optical data payload
is reduced incrementally in exchange for a marginal gain in
PMD tolerance.

Yet another solution is to incorporate an adaptive PMD
compensation system [8, 9, 10, 11, 12], typically located at
the receiver.  Typical PMD compensation systems are
effective at minimizing the effects of first-order PMD, and, in
some cases, second-order PMD.  However both first- and
second-order PMD compensation systems suffer the
drawback that they reduce the effects of signal degradation
over a very narrow optical bandwidth.  This is a significant
drawback for dense wavelength-division multiplexing
(DWDM) systems.  For a long-haul fiber-optic link carrying
100s of wavelengths, a separate PMD compensation system
may be required for each wavelength to provide the desired
seven nines availability.  

For DWDM systems, another potential solution exists.
Särkimukka et al. [13] proposed a method for mitigating
PMD effects in a multichannel system by moving traffic off
of PMD-impaired channels onto spare channels that are not
experiencing PMD degradation.  

One may also rely upon more traditional protection
techniques (e.g. SONET ring or IP routing at layers 1 & 3,
respectively). This protection can easily provide a guard
against occasional PMD-induced outages of limited duration.
However, for this approach to be viable, the episodes of
abnormally high DGD events must be infrequent and
spectrally localized.  To evaluate the feasibility and limits of
this solution, an understanding of the temporal and spectral
nature of PMD is required.

Finally, there are also efficient optical networking
solutions offering varying degrees of protection by using an
optical cross-connect with a DWDM system.  Operators may
then construct a mesh-protected network and provide
managed wavelength services that are protected against a
possible PMD induced outages.  Similar to the traditional
protection methods, these more recent techniques will only be
viable with infrequent and spectrally localized outages. 

TEMPORAL BEHAVIOR OF DGD
Given the dynamic nature of PMD and the low probability

of excursions to intolerable levels, measurements of ∆τ(λ,t)

Figure 2.  Map of normalized DGD vs.
wavelength and time.

on buried fiber spans were made over long periods to enable
prediction of the potential impact of PMD on network
availability.  Of particular interest are the frequency and
duration of these rare events.  The Jones Matrix
Eigenanalysis (JME) technique was used to measure the
DGD data on a 95-km span of slotted-core, direct buried
fiber-optic cable made available by Sprint.

DGD was measured roughly every 3 hours at wavelengths
from 1510 nm to 1625 nm with a spectral resolution of
0.1 nm (about 12.5 GHz).  Over 86 days (from November 9,
2001 through February 2, 2002) 692 measurements were
made on the 1150 discrete wavelengths.  Figure 2 shows in a
color-coded format this normalized DGD data (i.e., ∆τ/<∆τ>)
representing 795,800 measured values.  Expressed another
way, if the 0.1-nm spectral samples and 3-hour time samples
are statistically independent, then this data set would
represent about 272 years of DGD data.

A histogram of this normalized DGD data is shown in
Figure 3, and is seen to have shape consistent with a
Maxwellian distribution, as expected.  A curve representing a
Maxwellian distribution normalized to the mean is also
plotted for comparison.

Figure 3.  Normalized histogram of measured DGD data.



Figure 4.  Measured temporal variations in normalized
DGD over 86 days (top) at 1550 nm and (bottom)
averaged over all 1150 frequency measurements.

From Figure 2 it is apparent that for buried fiber DGD
values do not change rapidly.  Figure 4 shows time histories
of measured DGD data over the 86-day period.  The top plot
is DGD data at 1550 nm and the bottom plot is frequency-
averaged data.  While the mean value of the bottom plot is
one (by definition), the mean value of the top plot is 1.088.
This should not be interpreted to mean that the mean DGD is
changing; rather since fewer data were used to estimate the
mean, there is more uncertainty in that estimate compared to
the estimate using all of the data.

To determine the DGD rate of change, an autocorrelation
analysis was performed on the DGD time histories.  Figure
5(top) shows the normalized temporal autocorrelation
function (ACF) of the DGD data measured at 1550 nm.
Figure 5(bottom) shows the ACF for the DGD time history
for the frequency-averaged DGD data.  Also shown in Figure
5 are curves representing the theoretical temporal
autocorrelation function for DGD [14] which has the form
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Figure 5.  Normalized temporal autocorrelation functions
(ACFs) of normalized DGD data measured (top) at

1550 nm and (bottom) across 1150 frequencies.
Theoretical ACF curves are fitted
to the measured temporal ACFs.

where td is the average drift time of DGD.  The drift time
indicates the timescale over which the DGD changes.
Furthermore, when outages occur, the outage duration will be
related to the drift time [14,15].  Based on data collected over
the 86 days, the drift time for this fiber is estimated to be
around 3.4 days.  Expressed another way, samples should be
collected about once every three days to obtain statistically
independent DGD values on a specific wavelength;
measurements collected more often are correlated.

For comparison, others have reported a range of DGD
correlation times under various fiber conditions.  For spools
of fiber in a laboratory environment, correlation times of
about 30 minutes on 31.6 km of fiber [16] and 3 hours on a
10-km fiber [17] have been reported.  DGD variations on a
48-km aerial cable exhibited time scales ranging from 5 to 90
minutes depending the air temperature rate of change [18].
For submarine cables, a DGD correlation time of about an
hour was observed on a 119-km cable [19], and [20] observed



Figure 6.  Spectral variations in normalized DGD over
1150 wavelengths (top) measured on Nov. 9, 2001 and

(bottom) time-averaged over all 692 time measurements.
PMD changes with a period of about two months on a 62-km
fiber-optic cable.  On buried fibers, correlation times of at
least 20 minutes (17 km) [21], 1-2 hours (48.8 km) [18], 3
and 5.7 days (127 km) [14], and 19 hours (114 km) [22] have
been reported.  Thus our observation of 3.4 days is consistent.

With knowledge gained from the ACF analysis, we can
now interpret realistically our DGD data set.  Over the 86
days of observation, about 25 independent samples were
collected.

SPECTRAL BEHAVIOR OF DGD
From Figure 2 we note that the DGD varies significantly

with wavelength.  Figure 6(top) shows the normalized
spectral variation of the first DGD data  (measured on
Nov. 9,2001) and the bottom plot shows the spectral variation
of the time-averaged, normalized DGD data.

To determine the DGD bandwidth, spectral autocorrelation
analysis was performed on the normalized DGD spectral
data.  Figure 7(top) shows the resulting normalized spectral
ACF for one spectral measurement (data collected on

Figure 7.  Normalized spectral autocorrelation functions
(ACFs) of normalized DGD data measured (top) on

Nov. 9, 2001 and (bottom) time-averaged over
all 692 measurements.  Theoretical ACF curves

are fitted to the measured spectral ACFs.
Nov. 9,2001) and Figure 7(bottom) shows the normalized
spectral ACF for the time-averaged data.  Also shown in
Figure 7 are curves representing theoretical spectral ACFs for
DGD, with the form [23]
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where ∆ω is the radian frequency and <∆τ2> represents the
variance of the DGD.

From the measured data the bandwidth for the normalized
DGD is estimated to be about 7.5 nm or 936 GHz.  Therefore
if the mean DGD is 1 ps and an optical channel is affected by
significant DGD, nearby channels (within about 7.5 nm) may
also experience this effect.

Theory and experiments [23] have demonstrated that the
DGD bandwidth is inversely proportional to the mean DGD.

τ∆=ω 24c (9)



Thus fibers with a high mean DGD have a narrower DGD
bandwidth than fibers with a low mean DGD.  Thus for a
fiber with a mean DGD of 1 ps, the predicted DGD
bandwidth is 900 GHz which agrees well with bandwidth
found using the spectral ACF fit in Figure 6(bottom).  Note
that normalized DGD bandwidth in the Figure 6(top) is about
4 nm which is significantly less than the approximately 7.5
nm bandwidth seen in Figure (bottom).  This should not be
interpreted to mean that the DGD bandwidth is varying;
rather the bandwidth estimate obtained using all of the data
will be more accurate as it is based on significantly more data
points.

IMPLICATIONS FOR NETWORK AVAILABILITY
Mean time between PMD-related outages
The mean time between PMD-related outages can be
estimated from the temporal characteristics of DGD
variations and the Maxwellian probability density function.
The DGD rate of change is characterized by the DGD drift
time, td.  This drift time may be thought of as “rolling the
dice” every td to obtain a new, statistically independent DGD
value.  Therefore the mean time between high-DGD events
(i.e., DGD exceeding a value X) can be estimated as

( )( )XPktT dX >τ∆⋅= (10)
where k is a proportionality constant.

For example, Nagel et al. [22] observed a DGD correlation
time of 19 hours, and predicts that the DGD will exceed three
times its mean value once every 3.5 years.  Since the
probability of the DGD exceeding three times its mean is
about 4.2×10-5 we can determine a value of 15 for k.

Applying (10) with a drift time of 3.4 days and a threshold
of three times the mean DGD, the mean time between high-
DGD events is about 14.8 years.  For a PMD-induced outage
probability of 1.3×10-7 (network availability of seven nines)
the receiver should tolerate 3.7x<∆τ>.  With a DGD drift
time, td, of 3.4 days, the estimated mean time between high-
DGD events will be about 4,700 years, making it an
extremely rare occurrence!
Duration of high-DGD events

Again from the DGD drift time, the Maxwellian
probability density function, and the temporal ACF, the
average duration of a high-DGD event can be estimated.
While the correlation time represents the time delay resulting
in a 63% reduction in the normalized ACF, smaller variations
in the ACF require significantly shorter times.  Again Nagel
et al. [22] estimated a mean outage duration between 10 and
20 minutes for their link having a DGD correlation time of 19
hours.  Bülow and Veith [15] found that while unusually long
duration outages occur, the probability of occurrence
decreases almost exponentially with outage duration.  In
other words, when outages occur, most will be of short
duration.

Based on these findings, for the 95-km link we observed,
we anticipate the typical duration of an outage to be between
1 and 2 hours with the possibility that a prolonged outage
could persist for 1 to 1.5 days.

Impact of high-DGD events on adjacent channels
When a high-DGD episode occurs, how many DWDM

channels will be affected?  For a link with a mean DGD of
5 ps, the DGD bandwidth will be about 180 GHz or 1.44 nm.
Therefore for a DWDM system with a 50-GHz channel
spacing, during a 3.7×<∆τ> event, the DGD in adjacent
channels may also experience PMD-induced signal
degradation, (i.e., only two or three channels will likely be
affected by a single high-DGD episode).
Design rules

Based on these observations and analyses, certain rules
may be developed.  An important parameter in making
decisions regarding PMD in a network is the ratio between
the receiver’s DGD tolerance, ∆τRX, and the link’s mean
DGD.

τ∆
τ∆

= RXM (11)

For cases where M > 3, the frequency of PMD-induced
outages will be low, and their duration may be brief.  In these
cases the approach proposed by Särkimukka (or one utilizing
new protection techniques) may be viable.  The occurrences
when switching this traffic may be required will likely be
infrequent (spanning years), and may only be required for a
few minutes or as long as a day.

For cases where 2 < M < 3, PMD-induced outages may
occur about once a month with typical durations measured in
10s of minutes.

For cases where M < 2, chronic PMD-induced outages will
result.  In these instances the option of applying PMD
compensation, interrupting the link with a back-to-back
terminal regenerator, or even replacing particular fiber
segments may be appropriate.
Example scenarios
10-Gb/s, <∆τ> = 10 ps, receiver’s DGD tolerance 40 ps

In this scenario the DGD margin, M, is 4.  The probability
of the DGD exceeding the receiver’s DGD tolerance level is
about 7.4×10-9, or effectively zero.  In this case it is quite
unlikely a PMD-induced outage will ever be observed.  The
DGD bandwidth will be about 90 GHz or about 0.72 nm.
10-Gb/s, <∆τ> = 10 ps, receiver’s DGD tolerance 23 ps

In this case the margin will be 2.3 meaning that the
probability of the DGD exceeding the receiver’s limit is
about 0.37%.  For a buried cable with a DGD drift time of
about 2 days, PMD-induced outages typically will occur
about once a month and last less than an hour.  The DGD
bandwidth will again be about 90 GHz.
40-Gb/s, <∆τ> = 3.2 ps, receiver’s DGD tolerance 5.7 ps

The DGD margin in this case is 1.8 so the probability of
the DGD exceeding the receiver’s limit is 4.4%.  For a link
with a drift time of 2 days, PMD-induced outages typically
will occur about every third day.  The typical duration will be
1 to 2 hours, however outages persisting for a day may occur.
The DGD bandwidth is about 2.2 nm or 280 GHz so in a
DWDM application with 50 GHz channel spacing, two or
three channels may be affected during each outage.



CONCLUSIONS
By examining the statistical behavior of DGD in an optical

fiber, and using measured DGD data on a buried optical
cable, predictions regarding the probability, frequency of
occurrence, and spectral extent of high-DGD episodes can be
made.  Reports by others confirm our observation that DGD
excursions of three or more times the mean DGD are
infrequent and relatively short lived.  This finding is
significant for network operators who may consider
providing a few spare channels in a DWDM environment to
ensure high network availability.

For cases where the mean DGD is comparable to the
receiver’s maximum tolerable DGD, approaches for ensuring
network availability include inclusion of PMD compensation
systems, shortening the link length by strategically
introducing back-to-back terminal regenerators, replacing
fiber segments found to have excessively high DGD levels, or
by utilizing an optical networking solution whereby traffic
may efficiently share protection bandwidth.
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Abstract
Temporal and spectral measurements were made on
three different 95-km fibers within a slotted-core, direct
buried, standard single-mode fiber-optic cable over
many days to characterize DGD variability.  From this
data we observed that DGD varies slowly over time but
rapidly over wavelength.  This data showed good
agreement with a Maxwellian distribution.  The
frequency-averaged mean DGD varied by about 10% or
less during the periods that included significant
temperature swings.  Outage analysis showed that for
system tolerances of three times the mean DGD,
outages will occur typically every 3 to 8 years with
mean outage durations ranging from about one to two
hours.  From this analysis we conclude that high-DGD
episodes are spectrally localized and will be
exceedingly rare and short lived.

Introduction
Polarization-mode dispersion (PMD) may be a major
impediment for network operators seeking to increase
the per channel data rate on long-haul fiber-optic links.
While the differential group delay (DGD, or ∆τ) in
buried fiber had negligible impact at 2.5-Gb/s signaling
rates, upgrades to 10 Gb/s, 40 Gb/s and beyond will
require increasingly more attention.  While there are
PMD challenges facing carriers operating at 10 Gb/s,
these challenges are not as severe as originally feared.
Major carriers are successfully deploying 10-Gb/s
dense-wavelength division multiplexed (DWDM) links
across the core of their networks.  A marked
improvement in the DGD tolerance of 10 Gb/s long-
reach receivers (to about 40 ps) will likely satisfy most
length demands, obviating the need for PMD
compensation (PMDC).  Signaling rates of 40 Gb/s and
beyond will most likely require some form of mitigation
in long-haul applications, such as robust modulation
schemes or PMDC.
To ensure signal quality on their fiber at higher bit rates,
network engineers must anticipate the impact of PMD
on the various fiber routes. An understanding of the
variability of both the DGD and the principal states of
polarization (PSPs) is required to specify appropriate
transmission parameters.  Factors such as the mean
DGD, PMD correlation time and bandwidth, as well as

second-order effects together with performance
prediction models can provide this understanding.
The availability of measured PMD data on installed,
buried fibers is limited.  In this paper we present
measured DGD data for buried, standard single-mode
fiber to improve our understanding of the variability of
PMD.  While PMD is a vector quantity, with a
magnitude (DGD) and a direction (PSP), we are only
focusing on the DGD.  The statistical distribution and
behavior of PSPs has been extensively studied and is
shown to be correlated to DGD behavior [1,2].

Experimental setup
Experiments were conducted to measure the
instantaneous DGD on three different 95-km fibers (1,
2, and 3) within a slotted-core, direct buried, standard
single-mode fiber-optic cable made available by Sprint.
A polarization analyzer employing the Jones-Matrix-
Eigenanalysis (JME) method was used for
measurements at wavelengths from 1510 nm to 1625
nm with a spectral resolution of 0.1 nm (about 12.5
GHz).  Measurements on fiber span 1 were repeated
approximately every 3 hrs and they were carried on for
about 86 days whereas on fiber spans 2 and 3 they were
repeated approximately every 1½ hours and carried out
for about 14 and 9 days, respectively.  Over the 86 days
(from Nov. 9, 2001 through Feb. 2, 2002) 692
measurements were made on fiber span 1 across the
1150 discrete wavelengths representing 795,800
measured values.  For fiber spans 2 and 3 the
corresponding number of DGD measurements is about
271,600 and 181,700.

Plots of DGD vs. wavelength and time
Figures 1, 2, and 3 show in a color-coded format
normalized DGD data (i.e., DGD/mean DGD) measured
on the three fiber spans, respectively.  From the plots it
is clear that for buried fibers DGD changes with time
but not at a rapid rate.  This variation is random and
differs from fiber to fiber.  It is also evident that the
DGD varies significantly with wavelength and relatively
high-DGD events are spectrally localized.
A histogram of the normalized DGD data on fiber span
1, shown in Figure 4, is seen to have shape consistent
with a Maxwellian distribution, as expected.  A curve
representing a Maxwellian distribution for a 1-ps mean
DGD is also plotted for comparison.



Figure 1.  Measured, normalized DGD vs. wavelength and time
for fiber span 1 (86 days of data).

Figure 2.  Measured, normalized DGD vs. wavelength and time
for fiber span 2 (14 days of data).

(c)

Figure 3.  Measured, normalized DGD vs. wavelength and time
for fiber span 3 (9 days of data).

Figure 4.  Histogram of measured, normalized DGD data
on fiber span 1.

Similar histograms were obtained for the data on the
other two fiber spans (plots not shown here) and they
also showed good agreement with a Maxwellian
distribution.

Mean DGD variation with time
To observe the time-dependent nature of DGD more
closely, 1150 DGD measurements over all wavelengths
were averaged together to obtain frequency-averaged
DGD data, denoted as <DGD>λ normalized by the
overall mean DGD (averaged over both time and
frequency), denoted as <<DGD>λ>t.  Since temperature
is a known driver in changing DGD changes, hourly air
temperature data for the region were collected as well.
The variation of frequency-averaged DGD and
temperature with time on the three fiber spans is shown
in Figures 5, 6 and 7.  From Figure 5 it can be observed
that frequency-averaged DGD varies by only about
±10% over 86 days of observations that included
significant temperature swings.  Since the entire length
of the fiber is buried, the diurnal temperature variations
do not represent the fiber temperature.  Statistical
analyses reveal no significant correlation between long-
term temperature variations and the frequency-averaged
mean DGD.



Figure 5.  Frequency-averaged DGD and temperature vs. time for
fiber span 1.

Figure 6.  Frequency-averaged DGD and temperature vs. time for
fiber span 2.

Figure 7.  Frequency-averaged DGD and temperature vs. time for
fiber span 3.

System outage analysis
An outage event is one which exceeds the given
threshold value of DGD, ∆τth.  The outage probability
Pout, expressed in minutes/year, can be calculated from

the Maxwellian probability distribution function (pdf),
fτ(⋅) as

( ) ( )∫ τ∆τ∆−=τ∆≥τ∆
τ∆

τ

th

0
th df1P (2)

and then multiplying the number of minutes in a year.
As Pout is based on the Maxwellian pdf, it may be
expressed as a function of one independent variable
M= ∆τth/(mean DGD)  as Pout(M) and is clearly fiber
independent and will be the same for all installations.
In cases where the probability of an outage is quite
small, Pout represents the annualized outage probability
based on long time records, however no insight is
provided regarding the outage rates and their durations.
Accurate estimation of the impact of PMD on network
availability requires statistical analysis of the DGD
variability.  Caponi et al. [3] showed how the mean time
between PMD-related outages could be estimated from
the temporal characteristics of DGD variations and the
Maxwellian probability density function.  The mean
outage rate, Rout (defined as the mean number of outage
events per unit time with units of events/year), is found
using [3]

( ) ( ) 'd''fthresholdf
2
1R 'out τ∆∫ τ∆τ∆=

∞

∞−
ττ (3)

where ∆τ' is the time derivative of the DGD, and fτ'(⋅) is
the pdf of ∆τ'.  Caponi et al. observed ∆τ and ∆τ' to be
statistically independent and also found that Rout is cable
and installation dependent.
Figure 8 shows the calculated outage probability, Pout,
and the mean outage rate, Rout, for a given system
threshold relative to the mean DGD on the three fiber
spans.

Figure 8.  Calculated outage probability, Pout, and mean outage
rate, Rout, versus Threshold/Mean DGD.



Figure 9.  Calculated mean outage duration, Tout, as a function of
Threshold/mean DGD.

Table 1.  Predicted mean time between outages (MTBOs) and
mean outage durations for different DGD tolerances

3*<DGD> 3.7*<DGD>
Span 1

MTBO
Outage duration

6.39 years
136 min

1648 years
108 min

Span 2
MTBO
Outage duration

3.25 years
69 min

833 years
55 min

Span 3
MTBO
Outage duration

7.91 years
138 min

2000 years
133 min

The mean duration of DGD-induced outages can be
determined using statistical analysis as well.  Caponi et
al. [3] showed that the mean outage duration, Tout, is

outoutout RPT = (4)
which has units of minutes.
Figure 9 shows the calculated mean outage duration,
Tout, as a function of system threshold relative to the
mean DGD.  Since Tout is found using Rout, which is
cable and installation dependent, Tout will also be cable
and installation dependent.
From the above analysis, we can estimate the mean
outage time between outages (MTBOs) and mean
outage durations for various DGD tolerances for these
fiber spans.  Table 1 lists these values for system
thresholds of three and 3.7 times the mean DGD.
For comparison, Nagel et al. [4] predicted that for the
114-km buried link they studied, the DGD will exceed
three times its mean value once every 3.5 years and
estimated a mean outage duration of between 10 and 20

minutes for their link.  From data measured on 37-km of
buried cable, Caponi [3] predicted the DGD will exceed
three times the mean DGD once every 2.5 years with a
mean outage duration of 56 minutes.

Conclusions
We have measured DGD data on three different 95-km
fibers within a slotted-core, direct buried, standard
single-mode fiber-optic.  From these measurements we
observed that DGD varies slowly over time but rapidly
over wavelength or frequency.  Episodes of higher-that-
average DGD were observed and seen to be spectrally
localized and of limited duration.
To investigate the role of changing temperature on mean
DGD variations, frequency-averaged DGD data were
compared to temperature histories.  The frequency-
averaged DGD varied by only about ±10% over 86 days
of observations that included significant temperature
swings.
From this data predictions were made regarding the
probability, and frequency of outage occurrence.  While
the statistics of Maxwellian processes adequately
describe the annualized outage probability, further
analysis of the DGD data revealed the mean time
between outages and mean outage durations.  For
outages characterized by high DGD episodes (DGD
more than three times the mean DGD), we found that
the mean outage rates and durations for these three
fibers to be similar.  Our findings agree with reports by
others that DGD excursions of three or more times the
mean DGD are infrequent and relatively short lived.
This finding is significant for network operators who
must assess the impact of PMD on network reliability.
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